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Writing Assistant (WA)

➢ A system that provides writing suggestions based on user 
instructions.

➢ Covers a variety of writing-related tasks, including but not 
limited to grammatical error correction, text 
simplification, and style transfer.

Motivation
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State-of-the-art (SOTA) WA

➢ Built using Supervised Fine-tuning (SFT) on labeled 
instruction data.

➢ Text editing allows multiple valid revisions for a given input

➢Just using SFT may fail to capture the flexibility of text 
revision (Paulus et al., 2018).

➢However, evaluation metrics (e.g., SARI) may capture 
this (Paulus et al., 2018).

Romain Paulus, Caiming Xiong, and Richard Socher. A deep reinforced model for abstractive summarization. In ICLR 2018

Motivation
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Motivation

SOTA WA

➢ Lacks the capability to generate proper rationales 
(linguistic explanations) for its generated suggestions.

➢Cannot assist user in validating and learning from its 
suggestions.
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Want to build a WA

➢ Aligns better to the suggestions with higher overall quality 
(e.g., fluency, coherence)

➢ Has the capability to generate rationales.

However, there is a lack of both preference data and rationale 
data in writing-related tasks.

Motivation
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Propose a Rationalize & Align framework to enhance WA, 
consisting of:

➢ Rationale generation

➢ Self-training alignment:

➢Reward Modeling

➢Preference Optimization

Method
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Method

Overview: 
 a) Rationale Generation
 b) Reward Modeling
 c) Preference Optimization
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Method

Rationale Generation:

➢ Extract Rationale from 
GPT-4o.

➢Provide the input, 
output, and edits.

➢Edits: modifications 
that transform the 
input to the output.
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Reward Modeling

➢ Construct K models with labeled data and K-fold 
training, and make predictions on the held-out set.

➢ Utilizing these predictions and evaluation metrics, we 
can generate preference data.

➢ Build the reward model using the obtained preference 
data.

Method
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Preference Optimization

➢ Build a rationale enhance WA (SFT model) through SFT.
➢ Use SFT model to label unlabeled data.
➢ Use Reward model assign to rewards to SFT model’s 

prediction.
➢ Generate high-quality preference pair data 𝐷𝐻 based 

on the reward values.
➢ Optimize the WA with the 𝐿𝑀𝑃𝑂 loss on 𝐷𝐻.

Method
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𝐿𝑀𝑃𝑂 loss function:

➢ A margin-based preference optimization loss.

➢Margin: the reward difference as determined by 
the reward model.

Method
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• Dataset:

➢ 8 writing-related 
tasks, details shown 
in Table 1.

• WA model and reward 
model:

➢ LLama3-8B, with 
LoRA fine-tuning.

Experiments
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Experiments

• Overall Performance

Our final model
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Analysis

• Our reward model is effective in distinguishing high quality output 
from low quality output. 
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Self-Training Alignment Analysis

• Our reward model exhibits strongly correlation with task-specific 
automatic evaluation metrics and human preferences. 
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• Using the winning response selected by the reward model could 
more effectively improve the WA performance. 

Self-Training Alignment Analysis
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• Each of the components inside our loss function is effective.
• Our preference optimization loss function outperforms related 

methods.

Self-Training Alignment Analysis
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• Each of the components inside our loss function is effective.
• Our preference optimization method outperforms related 

methods.

Self-Training Alignment Analysis
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• When trained with 
rationales, WA 
become more 
confident and 
proficient in 
generating accurate 
writing suggestions.

• Training with 
rationales helps WA 
to propose more edits 
(less conservative) 
while maintaining 
relatively high 
precision.

Rationale Analysis
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• Propose a novel Rationalize & Align framework to enhance WA.

• Our analysis discover that rationale helps WA to be more 
confident and less conservative.

• Our proposed margin-based preference optimization loss (MPO) 
surpass related preference optimization methods.

• We have developed the first open-source WA capable of 
generating rationales alongside its writing suggestions.

Conclusion
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Thank You!


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28

